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A numerical method for solving problems in which a moving surface of disconti-
nuity separates regions of incompressible flow is presented. The method developed
is notable in that it does not introduce any artificial smoothing of the change in fluid
properties across the surface of discontinuity. This results in an increase in accuracy
relative to methods which introduce smoothing effects. The method was also shown
to be fairly versatile; problems describing a free surface, an immiscible fluid inter-
face, and a premixed flame discontinuity were solved. There is a limitation, however,
in that the method appears to be most suitable for application to inviscid problems.
The reason for this limitation and possible approaches toward resolving it are dis-
cussed. c© 1999 Academic Press

INTRODUCTION

Many physical problems can be mathematically treated as two incompressible fluids sep-
arated by a moving surface of discontinuity. Typical examples include the flow of immiscible
fluids, the flow of liquid–gas mixtures, premixed flame propagation, and vortex sheet dy-
namics, among others. Interest stemming from practical applications, such as ocean waves
and sailing vessels, engine sprays and burning, and even plastic extrusion, has motivated
a significant effort to numerically simulate these problems. Due to complexities resulting
from the moving surface of discontinuity, however, numerical simulation techniques have
been much slower to develop than those for single fluid incompressible flow.

Recently, however, a class of methods, which we shall refer to as “continuum” methods,
has been demonstrated to be both robust and versatile in solving these problems [6–8, 12,
23, 25]. Simulations have been presented which include a broad range of physical effects
such as both density and viscosity variation across the discontinuity, surface tension, highly
convoluted surface geometries, and in some cases even evaporation. These simulations
have provided some excellent qualitative insight into two-fluid problems. The quantitative
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accuracy of these methods, however, may be somewhat limited for reasons which are made
clear in the following paragraph.

The commonality in the continuum methods discussed above is their treatment of the dis-
continuous change in properties between the two fluids. The treatment used is to smooth the
discontinuous change over some artificial finite width, usually around 4–6 computational
grid cells. This allows the simplification that conventional finite difference techniques de-
signed for smoothly varying fluid properties can be used, which in turn leads to robust and
versatile schemes. The difficulty is that the smoothing of the discontinuity causes error in
the simulations with a magnitude proportional to the smoothing width relative to the scale
of the flow being resolved; accurate results are obtained when the smoothing width is thin
relative to the flow scale. For a typical resolution of a wavelength of the flow, say 24 grid
cells/wavelength, the transition width (4–6 computational cells) is only moderately smaller
than the flow scale, approximately 20%, and thus the simulations can be fairly inaccurate.
Furthermore, since the transition width is proportional to the grid size, this error decreases
only linearly as the grid size is decreased. Thus, these methods are only first-order accurate
in space.

The goal of this work was to be able to incorporate a range of physical effects comparable
to that of a “continuum” method but with increased accuracy relative to these methods. To
achieve this, we have developed a method which maintains the discontinuous properties
of the solution; no artificial smoothing at the discontinuity is introduced. Consequently,
second-order spatial accuracy can be obtained, as we demonstrate in the paper. We hasten
to clarify, however, that although inviscid problems can be solved readily, application to
viscous problems requires further study. Thus, although the method is more accurate than the
continuum method for inviscid problems, it does not achieve the same degree of versatility.
In this paper, we describe this method and further detail its characteristics.

In the first section following the Introduction, the mathematical and physical problem is
defined in the most general form which is currently solvable. This definition gives an idea
of the effects which can currently be simulated with this method.

The next three sections describe the numerical method. We begin by summarizing the
numerical algorithm used to solve the incompressible flow equations. This algorithm was
developed by Belovet al. [4] and has been shown to be efficient and accurate for the
computation of both viscous and inviscid, unsteady, incompressible flows.

The fifth section describes the modifications made to the algorithm to incorporate the
surface of discontinuity. The treatment of the discontinuity is unique in that, as mentioned
above, no artificial smoothing of the change in properties across the discontinuity is intro-
duced.

The last section in the statement of the numerical method describes the algorithm used for
tracking the position of the discontinuity in time. The algorithm used is a level-set approach
similar to that originally proposed by Osher and Sethian [18]. It was chosen over a volume-
of-fluid [14, 20] approach or a “front-tracking” [25, 26] approach, both of which can also
be used to give accurate results, because the update of the discontinuity position could
be performed in a manner similar to that used for the solution of the incompressible flow
equations. As we show, this made the implementation of the level-set approach relatively
easy. We did, however, have a couple of difficulties in achieving accurate results using the
level-set approach. These difficulties and how they were overcome are also described.

With the description of the algorithm complete, the accuracy and efficiency of the resulting
scheme are verified with test cases originally used by Bakeret al. [2]. These are a free
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surface wave and an interfacial wave which propagate with a stationary shape. The results
show that for a given mesh size the magnitude of the error is significantly smaller than
that expected from a continuum method for inviscid flows and that second-order spatial
accuracy is achievable. An application to premixed flames is also presented with several
simulations to further demonstrate the potential of this method.

PROBLEM DEFINITION

The class of problems that the numerical algorithm is intended for is the flow of two
incompressible fluids of constant but different densities and viscosities which are separated
by a moving discontinuity surface. A straightforward example of a physical problem which
can be represented in this manner is the flow of two immiscible fluids such as oil and water.
To describe these flows mathematically, equations governing the incompressible flow of both
fluids must be given. Additionally, conditions which describe the relationship between the
flow conditions on either side of the discontinuity and the motion of the discontinuity must
be provided. In the following, we present the governing equations and surface conditions
in the most general form which can be solved using our numerical algorithm.

The incompressible Navier–Stokes equations describe the motion of the flow. The formu-
lation of these equations allows for two fluids of constant but different density and viscosity
and also includes the effects of gravity. In vector form, these equations are

diag[0, 1, 1] · ∂w
∂t
+ ∂f
∂x
+ ∂g
∂y
= ∂r
∂x
+ ∂s
∂y
+
 0

0
−ρk/Fr

 , (1)

wherex andy are the horizontal and vertical coordinates, respectively;t is the time variable;
andw is vector notation for the flow variables

w=


p
ρku
ρkv

 , (2)

wherep, u, andv are the pressure, horizontal velocity, and vertical velocity, andρk is the
constant density of fluid 1 or 2. In Eq. (1),f andg are the Euler flux vectors

f=


ρku

ρku2+ p
ρkuv

 , g=


ρkv

ρkuv

ρkv
2+ p

 , (3)

andr ands are the viscous flux vectors

r =
 0
τxx

τxy

 , s=
 0
τxy

τyy

 (4)

with

τxx = 2
µk

Re

∂u

∂x
τyy = 2

µk

Re

∂v

∂y
τxy = µk

Re

[
∂u

∂y
+ ∂v
∂x

]
, (5)
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whereµk is the viscosity of fluid 1 or 2. In Eq. (1), diag[0, 1, 1] is the identity matrix with
a zero first diagonal entry. This matrix removes the time derivative of the pressure term
from the continuity equation in this vector notation. The above equations are made nondi-
mensional byU and L, the characteristic velocity and length of the system, and byρ1

andµ1, the density and viscosity of the more dense of the two fluids. Re=U L/ν1 is
the Reynolds number, whereν is the kinematic viscosity. Fr=U2/(gL) is the square of the
Froude number representing the force of gravity in the negativey direction, whereg is the
acceleration of gravity.

To complete the description of the problem, jump conditions across the discontinuity sur-
face and the velocity at which the surface moves must be specified. Currently, the algorithm
can solve problems in which the jump conditions are a function of the flow properties on
both sides of the surface and the normal and curvature of the surface. Problems in which
the jump conditions are also a function of the spatial derivatives of the flow variables at the
surface as yet cannot be solved. This is important to recognize because in many viscous
problems the jump conditionsare a function of the spatial flow derivatives at the discon-
tinuity. For example, the jump conditions for the viscous flow of two immiscible fluids
with surface tension depend on the viscous stress tensor evaluated at the discontinuity (see
[7]). The viscous stress tensor is a function of the spatial flow derivatives, and thus this
problem cannot be solved. The inviscid jump conditions, however, are functions of only
the flow variables and the curvature of the discontinuity through the surface tension, and
thus immiscible fluid flow problems with surface tension and inviscid jump conditions
can be solved. The reason for this limitation and possible methods around it are discussed
later.

Similar to the jump conditions, the normal velocity of the surface can be specified as
a function of the curvature of the surface as well as the flow properties at the surface. A
detailed description of the jump conditions and surface velocity as well as a description of
the physical domain and boundary conditions are given in the discussion of each physical
problem simulated.

NUMERICAL ALGORITHM

The numerical algorithm used to solve the incompressible flow equations was originally
presented in [4]. This algorithm is a cell-centered, finite-volume method which was designed
for constant density and viscosity incompressible flows. In the following, a summary of
the discretization of the spatial and temporal derivatives in Eq. (1) and the method used to
solve the resulting discretized equations is presented. Readers interested in a more detailed
description of the algorithm are referred to [5].

The discretization of the spatial derivatives in the algorithm are for a curvilinear, structured
mesh. For simplicity, here we only discuss the effective discretization that this results in on
an equally spaced Cartesian mesh. In this case, the discretization of the Euler terms reduces
to a standard central difference formula. To avoid the odd–even decoupling which can occur
with central differences, third-order artificial dissipation is added to the discretization. The
dissipation added to avoid decoupling in they direction is of the formλ/321y3[∂4w/∂y4],
whereλ is an O(1) scaling constant which is discussed in [5],1y is the grid spacing in
the y-direction, and the fourth derivative is evaluated using a standard five-point central
difference. A corresponding term is added to avoid odd–even decoupling in thex-direction.
The discretization of the viscous terms on a Cartesian mesh is equivalent to a central
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difference formula for a second derivative. The above discretizations give second-order
accuracy in space. It is important to note for discussion later that discretization of both the
Euler and viscous terms requires only a three-point stencil in each coordinate direction to
evaluate the derivatives.

To discretize the solution in time, a second-order accurate, implicit scheme is used. This
results in discretized governing equations of the form

diag[0, 1, 1] ·
[
3wn+1

i, j − 4wn
i, j + wn−1

i, j

]
21t

+R
(
wn+1

i, j

)= 0, (6)

where the first term in the equation is the time derivative andR is a shorthand notation
denoting the evaluation as discussed above of the spatial derivatives of Eq. (1) at the cell
i, j . 1t is the implicit time step, and the superscripts onw represent the time level of the
solution. This scheme is implicit because the evaluation of the spatial derivatives inR is at
time leveln+ 1. Given the solution at two previous time levels,wn andwn−1, the above
equations must be solved forwn+1 to advance the solution in time. This approach has two
advantages. The first is that the scheme is A-stable [10] and therefore the magnitude of1t
is not limited by a stability restriction but only by the required accuracy. The second is that
the update of the solution in time satisfies the discretized form of the continuity equation
without requiring any special treatment to enforce this constraint such as in a projection
method (see [3]). On the other hand, Eq. (6) forwn+1

i, j is spatially coupled through the
operatorR and is also nonlinear. To make this method practical, an efficient way of solving
these equations is necessary.

To find the solution to Eq. (6), we transform to a problem of evolving an unsteady system
of equations to steady state in a fictitious time or “pseudo-time.” This transformation is
accomplished using the following equations which define the pseudo-time evolution

E(wi, j ) = diag[0, 1, 1] ·
[
3wi, j − 4wn

i, j + wn−1
i, j

]
21t

+R(wi, j ) (7)

∂wi, j

∂t∗
+ diag[02, 1, 1] ·E(wi, j )= 0 (8)

wi, j |t∗=0 = wn
i, j . (9)

E(wi, j ) is the error in the solution to Eq. (6) whenwi, j is substituted forwn+1
i, j , 02 is a

constant which will be discussed shortly, andt∗ is the pseudo-time variable. If this set of
equations for the evolution ofwi, j can be evolved to a steady solution,E(wi, j ) will be zero
by Eq. (8) and thus we will have found the solutionwn+1

i, j .
In the simplified case in which in Eq. (7) the implicit time derivative terms inE are

neglected, the pseudo-time evolution equations reduce to those introduced by Chorin [9]
for finding steady solutions in viscous incompressible flow. Analysis of these equations for
the inviscid case by Rizzi and Eriksson [21] has shown that the equations are hyperbolic in
nature, and therefore an explicit time stepping scheme appropriate for hyperbolic systems
can be used to evolve to steady state. In [21] for example, a three-stage Runge–Kutta scheme
is used with a time step limit based on the wave speeds of the hyperbolic system. The
analysis of Rizzi and Eriksson also suggested that02=max(0.1, u2+ v2) is an optimum
choice for achieving the maximum convergence rate of the explicit scheme to steady state
in the pseudo-time evolution. For the viscous case, as originally demonstrated by Chorin,



INCOMPRESSIBLE FLOW WITH A DISCONTINUITY 371

an explicit scheme can also be used with the only modification being the adjustment of the
allowable time step of the explicit pseudo-time scheme to account for the viscous terms. A
discussion of the time-stepping limit in the viscous case can be found in [5, 9].

The implicit time derivative terms inE do not change the approach originally proposed
by Chorin; an explicit time stepping scheme is used to find the steady-state solution int∗,
which in this case is the solution to Eq. (6). The second two terms in the implicit time
derivative,−4wn

i, j /1t andwn−1
i, j /1t , are constant during the pseudo-time evolution and

thus have no effect on the stability of the explicit pseudo-time stepping. The first term of
the implicit time derivative, 3wi, j /21t , is unsteady int∗ and can affect the stability of the
explicit scheme. To incorporate this term into the pseudo-time evolution with the minimum
impact on the stability limit of the explicit scheme, a point-implicit formulation is used.
The following equations demonstrate the point-implicit approach in the simplified case of
a one-step explicit update of the solution. The extension to a multistage or Runge–Kutta
type scheme is trivial. We begin by rewriting Eq. (8) as

∂wi, j

∂t∗
+ diag[0, 1, 1] · 3wi, j

21t
+ E∗(wi, j ) = 0, (10)

whereE∗(wi, j ) is the sum of the spatial derivatives and the constant terms in the implicit
time derivative. In the simplified case of a one-stage explicit scheme, this is discretized in
pseudo-time as

wt∗+dt∗
i, j −wt∗

i, j

dt∗
+ diag[0, 1, 1] · 3wt∗+dt∗

i, j

21t
+ E∗

(
wt∗

i, j

) = 0, (11)

wheredt∗ is the explicit time step in pseudo-time. The update forw can then be solved
iteratively from the above algebraic equation. Because the unsteady term in the implicit
time derivative is evaluated att∗ + dt∗, the point-implicit formulation minimally affects the
stability of the explicit scheme. This is shown by the analysis given in [5].

Finally, we note that the evolution to steady state in pseudo-time must be performed for
each implicit time step update of the solution, and thus the time required for the entire
calculation is strongly affected by the time required to reach convergence to steady state in
pseudo-time. Since it is not necessary to be time accurate in pseudo-time, several optimiza-
tion techniques designed for accelerating the convergence to steady state are used. These
include an explicit time-stepping scheme designed for large pseudo-time steps described in
[5], local time stepping in which each cell is advanced at its maximum stable pseudo-time
step rather than a uniform time step, and multigrid which is described for a single fluid flow
in [5].

DISCONTINUITY SURFACE

The algorithm described above is for incompressible flows with constant density and
viscosity. To solve problems with two fluids, we must account for the surface of discontinuity
between the two fluids. As discussed in the Introduction, we have avoided using a continuum
formulation of the discontinuity because of the first-order spatial error which can arise with
this approach. Our approach treats the surface of discontinuity as a moving boundary which
subdivides the numerical domain into two separate computational regions, one for each
fluid. The computational region that any given numerical cell belongs to is determined by
which side of the boundary the cell center lies on. Figure 1 shows a simple schematic of
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FIG. 1. Subdivision of the computational domain into two distinct regions.

such a division. In each computational region, the idea is to solve the incompressible flow
equations with constant density and viscosity in a manner which is consistent with the jump
conditions applied at the surface of discontinuity.

The implementation of this approach is described in the following. In this section, we
describe the modifications which were made to the incompressible flow algorithm to allow
for the moving internal boundary and jump conditions. This description is presented under
the assumption that the position of the discontinuity surface in time, as well as the normal and
curvature along the surface, is known. In the following section, the method for determining
the position, normal, and curvature of the discontinuity surface are discussed.

To illustrate the modifications made to the incompressible flow algorithm, we begin
by giving a step-by-step explanation of the spatial finite differencing used to form the
y-derivatives for a column of cell centers which crosses the discontinuity. The explanation
uses the schematic shown in Fig. 2, which is a typical one-dimensional pressure profile
taken along a column of cell centers for some fixedi . We again assume that the grid is an
equally spaced Cartesian mesh, although the procedure can easily be extended to curvilinear
coordinates. In this example profile, the discontinuity is between cells (i , 5) and (i , 6).
At the point at which the surface of discontinuity is crossed,χ , there is a discontinuity in
pressure, the magnitude of which is governed by the jump conditions describing the physical
problem. As discussed above, this location is treated as a boundary to two separate regions
of incompressible flow. Accordingly, the finite differencing on both sides of the boundary
must be modified.

Because only a three-point stencil is needed in each coordinate direction to evaluate
the Euler and viscous derivatives, the finite differences for these terms only need to be

FIG. 2. One-dimensional profile of the pressure taken along a column of cell centers which crosses the
discontinuity. The solid circles are the values at the solution at the cell centers.
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modified at cells which are immediately adjacent to the surface of discontinuity. In Fig. 2,
these are cells (i , 5) and (i , 6). For cells which are one or more cell centers away from
the discontinuity, the standard finite difference stencil can be used, so no modifications are
required to evaluate the Euler and viscous derivatives.

To evaluate they-derivatives for the points adjacent to the discontinuity, the general
approach is to define a pair of values at the discontinuity which satisfies the jump conditions
and then evaluate the spatial derivatives based on these values. In choosing the values at
the discontinuity, however, we must ensure that information can be transmitted through the
discontinuity in both directions. For example, if at a given time step we change the pressure
at the far-field boundary of fluid 1, this information must be transmitted by the pseudo-time
evolution throughout fluid 1 and across the discontinuity to fluid 2 or vice versa in order to
achieve a converged solution for the next time step. To ensure that this can occur, we use
the following procedure.

First, we use third-order extrapolations from both sides of the discontinuity to determine
values at the surface of discontinuity,

s1 = χ(χ + 1)

2
wi,3− χ(χ + 2)wi,4+ (χ + 1)(χ + 2)

2
wi,5 (12)

s2 = (1− χ)(2− χ)
2

wi,8− (1− χ)(3− χ)wi,7+ (2− χ)(3− χ)
2

wi,6, (13)

wheres1 and s2 are the values at the surface of discontinuity extrapolated from fluids
1 and 2, respectively. The location of these values is shown in Fig. 3. The notationps1

used in this figure is equivalent to [1, 0, 0] ·s1. s1 gives an estimate of the values at the
discontinuity which is completely based on the solution in fluid 1, whiles2 is solely based
on the solution in fluid 2. Due to the error inherent in the extrapolation and the error in the
estimate forwn+1 present during the pseudo-time evolution, the values at the discontinuity
usually do not satisfy the jump conditions. The next step in the procedure is to use this
information to define a pair of values at the discontinuity which does satisfy the jump
conditions.

To do this, we begin by using the jump conditions ands2 to estimate an additional value at
the surface in fluid 1,s1,jump. The details of determinings1,jump can vary somewhat depend-
ing on the exact form of the jump conditions. This procedure will be made more specific
when we examine individual problems.s1 ands1,jump are not equal becauses1 ands2 do
not satisfy the jump conditions. We then choose a single value froms1 ands1,jump based
on the direction which information is propagated by the pseudo-time evolution. Remember
that the pseudo-time evolution equations are hyperbolic in nature; therefore in the direction
normal to the discontinuity three wave speeds and three associated characteristic variables
can be determined. A description of the linearization of the pseudo-time equations used to

FIG. 3. One-dimensional pressure profile showing the location of the valuess1 ands2.
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determine these variables and wave speeds can be found in [5, 21] in their discussion of
nonreflecting far-field boundary conditions. If the wave propagation direction for a charac-
teristic variable is from fluid 1 toward fluid 2, that variable is estimated usings1. If the wave
propagates in the opposite direction, the characteristic variable is estimated froms1,jump.
This determines a single vector of flow values,s′1 in fluid 1 at the discontinuity. Values in
fluid 2 at the discontinuity,s′2, are then estimated usings′1 and the jump conditions. This
method defines a pair of values which satisfy the jump conditions, and it also transmits
information through the discontinuity in a manner consistent with the wave propagation
direction of the pseudo-time evolution.

The above linearization of the pseudo-time equations could just as easily have been
performed in fluid 2. We found that both the convergence rate to steady state in pseudo-time
and the final converged solution were insensitive to whether we performed the linearization
in fluid 1 or fluid 2.

The final step is to evaluate they-direction Euler and viscous derivatives at the points (i , 5)
and (i , 6) based on the valuess′1 ands′2. To evaluate these derivatives, we first extrapolate
the solution to dummy values

di,6 = 2(1− χ)
χ + 2

wi,3+ 3(χ − 1)

χ + 1
wi,4+ 6

(1+ χ)(2+ χ)s
′
1 (14)

di,5 = 2χ

3− χ wi,8− 3χ

2− χ wi,7+ 6

(2− χ)(3− χ)s
′
2, (15)

whered is used to denote a dummy value. The locations of the dummy values are shown in
Fig. 4. We then use a standard central difference formula with the dummy values to evaluate
the derivatives at the adjacent points. This approach is well defined even whenχ becomes
very close to 0 or 1 and is second-order accurate for the Euler terms and first-order accurate
for the viscous terms. A central difference at point (i , 5) using the dummy value,di,6, is
equivalent to evaluating the derivative using the values at points (i , 3) and (i , 4) with s′1.
Extrapolating to the dummy value and then using a central difference has some advantages
which will become clear in the following.

We also need to discuss the evaluation of the artificial dissipation. The fourth-order deriva-
tive needed for the artificial dissipation is calculated by subtracting third-order derivatives
found at a location midway between cell centers,

1y
∂4w
∂y4

∣∣∣∣
i, j

= ∂3w
∂y3

∣∣∣∣
i, j+1/2

− ∂
3w
∂y3

∣∣∣∣
i, j−1/2

. (16)

FIG. 4. One-dimensional pressure profile showing the location of the dummy values.
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FIG. 5. One-dimensional discontinuity geometry which causes difficulty.

The third-order derivatives at the midpoints are calculated with a four-point stencil:

1y3∂
3w
∂y3

∣∣∣∣
i, j+1/2

=wi, j+2− 3wi, j+1+ 3wi, j − wi, j−1. (17)

Near the discontinuity, calculation of the dissipation is modified by setting the third-order
derivative at the midpoint of the two cell centers bordering the discontinuity to zero. One
midpoint away in either direction, the dummy cell value is used in the formula for the
third-order derivative. This method is stable and adds at most a second-order correction to
the solution near the discontinuity.

The above procedure can be used in both coordinate directions to evaluate thex andy
spatial derivatives near the discontinuity. However, for certain surface geometries, the above
approach may not work. Figure 5 shows an example of a surface geometry which causes
difficulty for evaluation of derivatives in thex-direction. Along the horizontal row of cell
centers shown as crosses,×, there are only two cell centers in fluid 1 between intersections
with the discontinuity surface. For this row, the above procedure cannot be used to form
thex-derivatives at the points adjacent to the discontinuity because a three-point stencil is
needed on both sides of the discontinuity. To avoid this difficulty, we combine the dummy
values found from both coordinate directions to define a unique dummy value for each
point adjacent to the discontinuity. For example, the dummy values at points such as (4, 5),
(5, 5), (6, 5), and (7, 5) which cannot be approximated in thex-direction are determined
by using the above procedure in they-direction. For dummy value locations that can be
approximated from both coordinate directions such as at (2, 4) in Fig. 5, we average the
values approximated from each coordinate direction with the weighting

d2,4 = d2,4,h|nh · (1, 0)| + d2,4,v|nv · (0, 1)|
|nh · (1, 0)| + |nv · (0, 1)| , (18)

whered2,4,h andd2,4,v are the values found using the above procedure in the horizontal
and vertical directions, respectively.nh andnv are the normals to the discontinuity at the
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point at which the discontinuity was crossed in the horizontal or vertical direction. This is
also shown in Fig. 5. By combining information from both directions, we can determine a
dummy value for each point adjacent to the discontinuity which then can be used with a
central difference formula to evaluate the spatial derivatives at the adjacent points.

The above procedure for determining the dummy values was performed at the beginning
of each multistage update of the solution in pseudo-time. The dummy values were then
used during the multistage update to form the derivatives near the discontinuity. This com-
pletes the description of the modifications used to evaluate the spatial derivatives near the
discontinuity.

In performing calculations with the above method, we found that due to the change
in the finite difference stencil near the discontinuity, the estimate of the maximum stable
pseudo-time step predicted in [5] for constant density and viscosity flows had to be reduced
by approximately a factor of 2 at points adjacent to the discontinuity. Because a local time
stepping approach was used in which each cell was advanced at its maximum stable pseudo-
time step, this restriction only affected the pseudo-time step taken at the cells adjacent to
the discontinuity.

By using the above procedure, the pseudo-time iteration converged to a solution whose
evolution in real time was based on values at the discontinuity which satisfied the jump
conditions. Furthermore, by choosing values at the discontinuity in a manner consistent with
the pseudo-time iteration, changes in the fluid properties on either side of the discontinuity
could be transmitted through the discontinuity. This allows the pseudo-time evolution to
converge to a solution which satisfies the far-field boundary conditions and, as shown in the
results, gives an accurate prediction of the unsteady evolution of the flow.

Some additional changes to the incompressible flow algorithm are needed when the dis-
continuity moves across a cell center point. To describe these changes, we assume for now
that the discontinuity moves across a cell center between multistage updates of the flow in
pseudo-time. The method we use to determine the discontinuity movement is described in
the next section. When the discontinuity moves across a cell center, we make the following
changes which are consistent with the philosophy of treating the discontinuity as a moving
boundary separating two distinct computational regions. First, the density and viscosity
values of the cell which was crossed are changed to values corresponding to its new com-
putational region. Second, the estimate for the solution at time leveln+ 1, wi, j , is changed
to di, j , the dummy value at the cell before it was crossed by the discontinuity. The reason
for this will be made clear shortly. Third, the evaluation of the implicit time derivative is
modified to provide an estimate of the time derivative in the cell’s new computational region.
The new estimate is based on the dummy values for that point at previous time steps,dn

i, j

anddn−1
i, j ,

∂wi, j

∂t
=
[
3wi, j − 4dn

i, j + dn−1
i, j

]
21t

. (19)

Figure 6 shows typicalρv profiles at three implicit time levels with a moving discontinuity
to clarify the logic for this approach. By using the dummy values, an accurate estimate of
the solution and the time derivative in the cell’s new computational region is obtained.

After the above changes are made, the pseudo-time evolution is continued until a con-
verged solution forwn+1 is obtained. This approach can be used as long as the discontinuity
does not cross more than one cell every two implicit time steps. If the interface moves faster
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FIG. 6. ρv profiles at three consecutive time levels.

than this, the same general approach can be used, but we must extrapolate the solution at
previous time steps more than one cell across the interface to form the time derivative.

Given the movement of the discontinuity, the above approach can be used to find accurate
solutions for the evolution of the incompressible flow with fairly general jump conditions.
However, there were some difficulties with this approach. One such difficulty is that for
discontinuities which are convoluted on the scale of the grid resolution, there may not be a
large enough stencil of points ineithercoordinate direction to extrapolate the dummy values.
A circle of two cell diameter is a simple example. In general, when this problem develops
it means that the grid resolution must be increased, although there are cases in which this
occurs independent of the grid resolution. An example is the merging of two nearly planar
surfaces. Independent of the grid resolution, the surfaces will eventually become close
enough together such that there are only two points across the gap between them, and thus
the dummmy values cannot be extrapolated. If this problem developed during a calculation,
the calculation was aborted.

As discussed in the physical definition of the problem, another difficulty with the method
is that the jump conditions cannot be a function of the spatial derivatives of the flow
variables at the discontinuity. The reason for this can now be made clear. In the procedure
for determining the dummy values, a one-dimensional stencil of points is used to extrapolate
the values of the flow variables at the discontinuity (Eq. (13)). To extrapolate values of
the spatial derivatives,∂w/∂x and ∂w/∂y, which are needed to evaluate viscous jump
conditions, a two-dimensional stencil of points is needed on both sides of the discontinuity.
For even moderately convoluted discontinuity geometries relative to the numerical grid, it
becomes difficult to find a stencil of points for the extrapolation which results in both a
stable and accurate scheme. A possible extension of this method which avoids this problem
and the limitation discussed in the preceding paragraph is discussed under Conclusion.

DETERMINATION OF THE POSITION OF THE DISCONTINUITY

To determine the evolution of the position of the discontinuity in time, we use a level set
formulation [18]. In this formulation, a scalar field,φ(x, y), is defined such that the initial
position of the surface of discontinuity coincides with the zero level of the scalar field. The
position of the discontinuity is then tracked in time by updating the scalar field using the
equation [18]

∂φ

∂t
+ (u, v) · ∇φ = S|∇φ|. (20)

This equation propagates level surfaces ofφ with a velocity of (u, v) · n− S along the
normal to the level surface, wheren is the normal. By setting the parameterS to zero, we
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can track a discontinuity which is passively convected by the flow. With a nonzeroS, the
surface actively propagates relative to the underlying flow. Most of the problems studied in
the Results section involve only passive propagation of the discontinuity so thatS is zero.
However, for the premixed flame problem presented in the Results a nonzeroS is required,
and therefore we must account for this term in the formulation.

If we can solve the above equation, the information needed for the treatment of the
discontinuity is easily obtained fromφ. For example, along a column of cell centers, we can
locate the discontinuity by checking for a change in sign inφ and then linearly interpolating
between the two cell centers to determine the zero point. To determine the normal at this
point, we first calculate the normal toφ at the cell center points adjacent to the discontinuity.
These are calculated using a central difference of the formula

(nx, ny) = ∇φ/|∇φ|. (21)

We then linearly interpolate between these values to determine the normal at the zero point of
φ. The curvature at the discontinuity point is obtained in a similar manner. This information
is then used in the procedure of the preceding section to determine the dummy values.

To solve Eq. (20) numerically, we must discretize the spatial and temporal derivatives.
Many successful spatial discretizations of this equation have been developed. We refer
the reader to [18, 28] for well-described examples. In this discussion, we focus on the
time discretization of this equation. In order to provide updates of the position of the
discontinuity in time which are compatible with the time updates of the incompressible
flow, we use the same implicit time discretization as the incompressible flow algorithm.
Similar to the incompressible flow equations, this results in coupled nonlinear equations of
the form

[3φn+1− 4φn + φn−1]

21t
+ (u, v)n+1 · ∇φn+1 = S|∇φn+1|. (22)

Because the update of the position of the discontinuity depends on the update of the flow
variables through(u, v)n+1, and the update of the flow depends on the position of the
discontinuity, the incompressible flow equations and Eq. (22) must be solved simulta-
neously. Fortunately, this can be easily accomplished in a pseudo-time iteration framework
by adding the following equations to the pseudo-time evolution:

Eφ(φ,w) = [3φ − 4φn + φn−1]

21t
+ Rφ(w, φ) (23)

∂φ

∂t∗
+ Eφ(φ,w) = 0 (24)

φ|t∗=0 = φn; (25)

hereRφ is a shorthand notation for the spatial derivative terms in Eq. (22). The evolution of
φ in t∗ is performed with the same explicit five-stage scheme as is used for the incompressible
flow equations and also uses a point-implicit treatment of the time-derivative term. Since
the point-implicit treatment of these terms minimally affects the stability of an explicit
scheme, these terms can be neglected in determining the allowable time step for the explicit
update. In this case, the pseudo-time equation forφ in t∗ is equivalent to the original
level-set evolution equation int . The analysis of the local pseudo-time step limit is then
analogous to that found in [18, 28], to which, rather than restate the analysis here, we refer
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the reader. To achieve the maximum convergence rate to steady state, we again used local
time stepping in which the maximum stable pseudo-time step is taken at each computational
cell.

The evolution ofφ and the flow variables int∗ was performed by alternating between
advancing the level-set function int∗ and advancing the flow variables int∗. This is permis-
sible because only the steady-state solution in pseudo-time is of interest; the details of the
evolution are immaterial. The main reason that this was done was so that we could imple-
ment the changes required when the discontinuity crossed over cell centers. For example,
we advanceφ in t∗ and then check for a change in sign inφ at any cell center. This indicates
that the cell center is now on the opposite side of the discontinuity since the discontinuity is
described by the zero level ofφ. For the cells that were crossed we implement the required
changes and then proceed to advance the flow variables int∗. In this way, the flow variables
in each computational region are consistent with the position of the discontinuity during
the update of the flow.

Another reason for alternating between the equations for the flow variables and forφ is
that the changes made when a cell center is crossed often lead to an increase in the error
as defined by Eq. (6) at that cell and the neighboring cells. As such, it was desirable to
have most of the crossing of the cell centers occur early in the pseudo-time evolution. Thus,
for the first evolution ofφ a large number (four to six) of pseudo-time steps were taken to
ensure that the discontinuity was fairly close to its final position even before the evolution
of the flow was begun.

For some implicit time steps, a situation arose in which the discontinuity would oscillate
back and forth over a cell center, preventing the pseudo-time iteration from reaching a
converged solution. By using an alternating approach to the advancement ofφ andw, we
were able to cope with this problem. When any cell center changed signs more than twice,
we simply stopped the update ofφ in pseudo-time and continued the evolution for the flow
variables. Since, as discussed in the preceding paragraph, the discontinuity is fairly close to
its final position even after the very first update ofφ, this should not lead to a very significant
error for that time step. For the calculations we performed, this problem occurred at the
most once every 100 implicit time steps.

The final reason for alternating between the evolution for the flow variables and the
evolution forφ is that the amount of work spent on each could be controlled. In performing
the calculations, we found that we could reduce the frequency of updates onφ without
adversely affecting the rate of convergence to steady state. We also found that the multigrid
acceleration technique used to accelerate the convergence of the flow equations was not as
effective on the equation forφ. As such, for the calculations one explicit update ofφ in
t∗ was performed every 5–10 multigrid updates of the flow equations. A discussion of the
multigrid method used for the flow equations is given in the Appendix.

In implementing the above approach, we determined that independent of the chosen
spatial discretization scheme, only a spatially first-order accurate prediction of the motion
of the discontinuity was obtained. It was subsequently determined that the first-order error
arises because of the nature of the solutions near the discontinuity. Consider curve 1 in
Fig. 7, which is a typical profile of the normal velocity of the scalar field evaluated along
a column of cell centers which crosses the discontinuity. For all of the problems studied,
the normal velocity of the scalar field wasC0 continuous but notC1 continuous across
the discontinuity. This is shown by curve 1. An update of the scalar field based on a local
evaluation of the scalar velocity at each cell center results in underprediction of the zero
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FIG. 7. Profile of the normal velocity of the scalar field evaluated along a column of cell centers which crosses
the discontinuity.

level velocity by an amount proportional to the grid size and thus is first-order accurate.
This is shown by curve 2. To gain higher-order accuracy, at the points next to the surface we
average the local scalar velocity with the scalar velocity calculated with the dummy values.
This results in curve 3 shown in Fig. 7, which approximates the discontinuity velocity with
second-order accuracy. This problem was not observed in “continuum” approaches which
used level sets [7, 23] because the discontinuity in the slope of the scalar velocity is not
accurately resolved by these methods.

There was one more modification needed to obtain accurate results using the level-set
equation. Because of the nonsmooth nature of the scalar normal velocity shown in Fig. 7,
time integration of Eq. (20) caused theφ field in the local area aroundφ= 0 to become
convoluted on the scale of the grid resolution. An example of this is shown in Fig. 8, which

FIG. 8. One-dimensional profile ofφ versusy showing the convolution ofφ aroundφ= 0.
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is a one-dimensional profile ofφ versusy. The rapid change in slope acrossφ= 0 shown
in the figure eventually destroyed the accuracy of the time integration forφ. Sussmanet al.
observed a similar effect [23]. To eliminate the problem, they proposed thatφ be reinitialized
after each time update of Eq. (20) with a method which maintains the position of the zero
level. This is permissible since only the position of the zero level ofφ is of importance. To
test their method, we initializedφ on a 1× 1 square as

φ =
{

1.1(y+ 0.01 sin(2πx)− 0.5) y> 0.5− 0.01 sin(2πx)

0.9(y+ 0.01 sin(2πx)− 0.5) y< 0.5− 0.01 sin(2πx)
(26)

such that the zero level was a small amplitude sine wave and there was a discontinuity in
slope ofφ across the zero level. Applying the reinitialization procedure of Sussmanet al.
to this problem we found that the discontinuity in slope acrossφ= 0 was eliminated. How-
ever, we also found that the reinitialization process caused the amplitude of the zero level
sine wave to decay. At full convergence, the amplitude of the sine wave decayed to zero.
Sussmanet al. have recognized this problem and proposed an improved method which is
described briefly in [24]. Since the improved method was not available at the time of this
work, we developed an alternative approach which is described in the following.

We seek a reinitialization forφ which defines a smooth slope throughφ= 0 without
changing the location of the zero level. To ensure that the position of the zero level is not
changed, we fix the values ofφ at the points adjacent to the zero level during the reinitial-
ization procedure. Since these points determine a gradient forφ across the zero level, the
reinitialization must extrapolate this gradient into the outer field to define a smoothφ. The
following equations are used to accomplish this task:

∂φi, j

∂τ
= sign(φ0,i, j )(ψi, j − |∇φi, j |) (27)

φi, j |τ=0 = φ0,i, j (28)

φi, j = φ0,i, j for i, j = point adjacent to zero level (29)

∂ψi, j

∂τ
= −sign(φ0,i, j )

( ∇φi, j

ε + |∇φi, j | · ∇ψi, j

)
(30)

ψi, j |τ=0 = ψ0,i, j = |∇φ0,i, j | (31)

ψi, j = ψ0,i, j for i, j = point adjacent to zero level. (32)

Equations (27)–(29) are designed to find a solution forφ which has a magnitude of gradient
equal toψ at every point and also is continuous with the values specified forφ at the points
adjacent to the zero level. Equation (27) is a modification of the equation proposed in [23].
When this equation reaches steady state, the magnitude of the gradient inφ evaluated at
any location is equal toψ at that location. Equation (28) states that the initial conditions
for φ in the reinitialization procedure are given by the solution forφ from the last implicit
time step which is denoted asφ0,i, j . Equation (29) is a boundary condition specified at the
points adjacent to the zero level. This condition is applied so that the reinitializedφ passes
through the values adjacent to the discontinuity, but the position ofφ= 0 does not change
during the reinitialization.

The equations forψ are designed to extrapolate into the outer field the magnitude of
the gradient inφ determined by the values ofφ at the points adjacent to the discontinuity.
Equation (30) is a convective equation forψ which propagates the values specified forψ
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at the points adjacent to the zero level into the outer field. Equation (31) gives the initial
conditions forψ which are determined from|∇φ0,i, j |, and Eq. (32) fixes the boundary
values forψ at the points adjacent to the zero level. It is these values which are extrapolated
into the outer field. In Eq. (30),ε is a constant used to avoid division by zero errors at local
maximum or minimum ofφ. This was taken as 0.011x.

The spatial discretization of these equations is similar to the first order scheme given in
[23]. The discretizations in they-directions are defined by the following equations. The
discretization in thex-direction is analogous:

s = sign(φ0,i, j )

a = s(φi, j − φi, j−1)/1y

b = −s(φi, j+1− φi, j )/1y (33)

c = (ψi, j − ψi, j−1)/1y

d = (ψi, j+1− ψi, j )/1y

if a > b


∂φi, j

∂y = smax(a, 0)

∂ψi, j

∂y = c
(34)

if a ≤ b


∂φi, j

∂y = −smax(b, 0)

∂ψi, j

∂y = d
.

In regions without local extrema, this discretization is a first-order upwind scheme based
on the direction of the signed normal, sign(φ0)∇φ/|∇φ|. The first-order scheme is chosen
for two reasons. First, its diffusive properties help to smoothφ. The second reason is that
with the above scheme, the values ofψ0,i, j calculated at the points adjacent to the dis-
continuity are completely determined by the values ofφ at those points. This is important
because it ensures that the reinitialized solution forφ will smoothly pass through the values
at the adjacent points. This can be made clear by examining a one-dimensional example.
Given the valuesφ−−1, φ

−
0 , φ

+
1 , andφ+2 , where the superscripts indicate the sign of the values

and the subscripts indicate the position on a regular spaced one-dimensional grid, we ex-
amine the initial evaluation ofψ at the cell centers adjacent to the discontinuity (points 0
and 1). Using the above finite differencing scheme, one can confirm that at point 0 this
evaluation is|(φ1−φ0)/1y|. At point 1, the initial evaluation ofψ is also|(φ1−φ0)/1y|.
Thus, the boundary values ofψ0,i, j specified at points on either side of the discontinuity
define a single value for the slope forφ through the zero level which is consistent with the
values ofφ fixed at the adjacent points.

The time discretization of Eqs. (27) and (30) is accomplished by employing the same
five-stage explicit scheme used for the flow solver [5] with a time stepping limit given by
2.51x1y/(1x+1y). Figure 9 shows the one-dimensionalφ profile shown in Fig. 8 after
reinitialization with this technique. As can be seen, the reinitialization does not affect the
values adjacent to the discontinuity, but defines a smooth surface forφ which passes through
these points.

For most cases, the reinitialization procedure converged without difficulty. However,
when either a local minimum forφ greater than zero or a local maximum forφ less than zero
existed, a stable situation developed in which information forφ andψ was convected away
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FIG. 9. Reinitialization ofφ.

from these points even though no boundary conditions were specified there. To avoid this,
we restricted the minimum value ofψ to be greater than one-half the minimum value ofψ on
the boundary. One can confirm from Eq. (27) and the spatial finite difference scheme that this
guarantees positive minimum and negative maximum decay. By using this reinitialization
process after each implicit time step, we were able to keep theφ surface smooth and obtain
accurate results for the update of discontinuity position. This is demonstrated by the results
presented under Validation.

This defines the major changes in the incompressible flow algorithm needed to solve
problems with a surface of discontinuity. At each implicit time step, the above techniques
were used to converge to an accurate prediction of the update of the flow variables and
discontinuity position. We note that in the following calculations, the pseudo-time iteration
was not converged to machine order accurate steady-state solutions at each implicit time
step. Instead, to save computational time, we advanced in pseudo-time until the maximum
error in each of the pseudo-time equations (three equations for the flow, one forφ) decreased
at least three orders of magnitude. Even two orders of magnitude convergence was enough
to make the results of all of the following calculations insensitive to further iteration in
pseudo-time.

VALIDATION

To validate the method, we have simulated the propagation of surface waves. These
waves occur when a light fluid is layered over a more dense fluid. Under the influence of
gravity, waves such as those seen on the surface of the ocean propagate along the surface
of the two fluids. For the validation process, we examine periodic arrays of these waves
occurring in inviscid fluids. In this case, steady wave profiles exist which propagate with a
constant velocity. When the problem is made nondimensional using the wavenumber and the
acceleration of gravity, the wave profile and velocity can be described uniquely as a function
of a specified wave amplitude,h, and the Atwood number, At= (ρ1− ρ2)/(ρ1+ ρ2). We
have obtained a description of these profiles as well as the velocity at which the waves
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propagate using the boundary integral method given in the Appendix of [2]. This information
is used to evaluate the accuracy of the unsteady numerical simulation.

Two different test cases are studied. The first is for an Atwood number, At, of 1.0 and
a wave amplitude of 0.6 measured from trough to peak. This case corresponds to a free
surface wave. For the free surface problem, the pressure along the surface is fixed at 0, the
velocity at the discontinuity is determined by solving the incompressible flow equations
in the fluid, and the motion of the surface is determined by the velocity of the fluid at the
surface. Since our method is designed for flows of two fluids, we define a complementary
problem to be solved above the free surface. This problem is the incompressible flow of a
fluid on a moving wall. The moving wall for this problem is the free surface whose motion
is completely determined by fluid 1, the free surface fluid. The condition applied at the
discontinuity for fluid 2 is then that the normal velocity of fluid 2 evaluated at the wall is
equal to the normal velocity of the wall. A slip velocity is allowed between the wall and
fluid 2 such that there are no conditions on the tangential velocity of fluid 2 at the wall.

These conditions are somewhat simpler than a two-fluid problem in which there is inter-
action across the discontinuity. As such, we can make some simplifications in determining
the dummy values for both fluids. In the determination of the dummy values for fluid 1, we
make the simplification

s′1 = diag[0, 1, 1] · s1 =


0
ρ1u1

ρ1v1

 ; (35)

these values are chosen since the pressure on the free surface is zero and the information for
the velocity at the free surface must come from fluid 1, not fluid 2. For fluid 2, the following
equations are used to determines′2:

p′2 = p2

(u′2, v
′
2) · n = (u′1, v′1) · n (36)

(u′2, v
′
2)× n = (u2, v2)× n.

These equations reflect the fact that the normal velocity of the wall is determined by the free
surface fluid, while the tangential velocity and pressure at the wall in fluid 2 are determined
by solving the incompressible flow equations in fluid 2. Given valuess′1 ands′2, we can
extrapolate dummy values and evaluate the derivatives near the discontinuity. The motion
of the discontinuity is determined by the level-set equation withSequal to zero.

To complete the definition of the problem we must specify initial conditions and far-field
boundary conditions for fluids 1 and 2. Initial conditions for the flow and the surface position
are determined using the method of [2] with 180 points describing the surface position. For
fluid 1, which is the lower of the two fluids, Euler (slip) boundary conditions are applied at
the bottom boundary. For fluid 2, at the upper far-field boundary a nonreflecting boundary
condition withu, v, p= 0 is used. This boundary condition is discussed in [5]. The domain
height was taken as 4/3 the wavelength of the wave with the wave at the midheight of the
domain. At this domain height, the solution was minimally affected by increases in the
height of the domain.

Figures 10a and 10b show the wave profiles calculated with the simulation att = 0 and
t = 6.25 which is approximately one period later. For comparison, the steady profile shifted
by ct is also shown, wherec is the velocity of the wave calculated to be 1.082 from the
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FIG. 10. Free surface wave profiles (a) att = 0 and (b) att = 6.25.

stationary solution. The results shown were computed with an equally spaced Cartesian
mesh with 48 cells in thex-direction, 64 cells in they-direction, and an implicit time step
of 0.05. Qualitatively, the results agree well with the stationary solution. We make this
comparison more quantitative after describing the second test problem.

The second test case is for an Atwood number of 0.8181 and an amplitude of 0.72. This
case corresponds to an interfacial wave between two immiscible fluids. At the interface of
the two fluids, the pressure and the normal velocity are required to be continuous, and there
is a slip condition for the tangential velocity. These jump conditions are implemented as
follows. To determines1,jump from s2 the following equations are used:

p1,jump = p2

(u1,jump, v1,jump) · n = (u2, v2) · n
(u1,jump, v1,jump)× n = (u1, v1)× n.

(37)

These values are then used to determines′1 as discussed in the section describing the dis-
continuity treatment. Givens′1, s

′
2 is determined by the equations

p′2 = p′1
(u′2, v

′
2) · n = (u′1, v′1) · n

(u′2, v
′
2)× n = (u2, v2)× n.

(38)

This implementation of the jump conditions reflects the fact that there is no relation between
the tangential velocity of the fluids on either side of the discontinuity. As such, the infor-
mation for the tangential velocity on either side of the discontinuity must be extrapolated
from the flow on that side of the discontinuity.

The initial conditions for the problem were again determined by using the method of
[2]. The far-field boundary conditions for this problem are the same as those used for the
previous problem. As in Fig. 10, Figs. 11a and 11b show the wave profiles at a time of 0
and 6.25 along with the shifted stationary profile. For this case, the wave speed,c, is equal
to 0.963. These results were calculated on a 48× 64 mesh with a time step of 0.05. Again,
the results agree qualitatively well with the stationary solution.
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FIG. 11. Interfacial wave profiles (a) att = 0 and (b) att = 6.25.

ERROR ANALYSIS

To make a quantitative assessment of the accuracy of the method, we need to estimate
the error in the solution as a function of time. To do this, we choose the error estimate

e(t) =
√

1/2πh2

∫ 2π

0
(y0(x, t)− ys(x − ct))2 dx, (39)

where y0 is the y coordinate of the surface andys is the y coordinate of the stationary
solution. We chose this estimate because it is easy to calculate and because the surface
position is usually the most examined result of the calculations.

Figure 12 shows the evolution of the error for the free surface problem calculated on
a 24× 32, 48× 64, and 96× 128 mesh all with the same implicit time step, 0.05. By

FIG. 12. Error growth for the free surface wave.
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FIG. 13. Error growth for the interfacial wave.

comparing the slope of these curves, we can estimate the spatial order of accuracy of the
scheme. Fitting lines to these curves, we find that the ratio of the slopes is approximately
1/4 when moving to a finer mesh. The actual values are 0.20 and 0.29. Therefore, the
convergence is approximately second-order accurate in space. We have performed a similar
analysis on the interfacial wave problem. The error growth for this problem is shown in
Fig. 13. For this case we have presented results for both an implicit time step of 0.05 and
0.025 to ensure that time discretization was not significantly affecting the growth of the
error. First, we see that the slopes of the curve for each grid size are approximately the same,
which shows that the growth rate is predominately determined by the spatial discretization
error for these time step sizes. Second, if we compare the slopes of the curves found with
equal time step size, we find that the ratio of slopes as the grid size is doubled is again
approximately 1/4. The values are 0.21 and 0.30 for1t = 0.05 and 0.21, and 0.20 for
1t = 0.025. Thus, for inviscid problems, we can achieve second-order accuracy. We were
not able to validate the method for any problems with viscosity, because all of the viscous
solutions which were available for comparison had jump conditions which were a function
of the spatial derivatives of the flow variables at the surface of discontinuity.

To justify our statement that the error with this approach is much less than that of a
continuum method, we compare the order of convergence of this approach to that given for
a continuum method. In [23], a convergence study was done for the simulation of a rising
bubble using the continuum approach. The order of convergence given for the error in the
length of the minor axis of the bubble, an error measure similar to that used in this paper,
is approximately 1.6. If we consider that this value was obtained by decreasing both the
grid size and the time step simultaneously, it is reasonable to estimate the spatial order of
accuracy as only somewhat greater than unity. For our approach, if we use from the previous
paragraph the value 0.21 as a typical value for the ratio of the errors on successive meshes,
we estimate the spatial order of accuracy as ln(0.21)/ ln(1/2)= 2.25. This comparison
is not completely fair because the problem studied in [23] had the additional complica-
tions of surface tension and viscosity. In the next paragraph we will provide further argu-
ments showing that this approach is more accurate than a continuum method for inviscid
flows.
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FIG. 14. Dependence of the error growth on the evaluation of the scalar velocity for the interfacial wave
problem on a 48× 64 mesh with1t = 0.05.

To demonstrate the importance of accurately resolving the peak in the normal velocity of
the scalar field shown in Fig. 7, we examine the error growth when the normal velocity is
evaluated by averaging the local and dummy values at the points adjacent to the discontinuity
versus the case where we simply use the local values. The results for At= 0.8181 were
recalculated on the 48× 64 mesh using only the local scalar velocity at each point to
determine the update forφ. In Fig. 14, the error in these results is shown along with the
error obtained using the averaging technique. From this figure, we see that a local evaluation
of the scalar velocity causes a much larger error. By using the averaging technique, we avoid
this error and achieve second-order accuracy. From Figs. 7 and 14, we also argue that the
error obtained using a continuum method for this problem would be of the same order as
or larger than the error obtained using the local values only to evaluate the normal scalar
velocity. This argument is based on the fact that if an artificial smoothing width is introduced
into Fig. 7, we obtain a scalar normal velocity profile similar to that shown in Fig. 15. In
the smoothed profile, there is an error in the prediction of the interface velocity which is
proportional to the smoothing width. This error is similar to that which results by using
the local velocity only to calculate the scalar normal velocity, and thus the error using a
continuum method will be of the same order or larger depending on the number of grid cells
over which the discontinuity is smoothed.

Finally, to investigate the importance of reinitializing the scalar surface, we have recal-
culated the results for At= 0.8181 without reinitializing the surface after each implicit time
step. The error on the 48× 64 mesh without reinitialization along with the previous result
is shown in Fig. 16. Initially the results agree, but as time progresses the scalar surface
becomes convoluted, resulting in the rapid increase in the error which occurs at later times.
Also in Fig. 16, results are shown using 10 reinitialization time steps as opposed to the 5
time steps used in the previous calculations. The results for the two cases are nearly indis-
tinguishable, and thus 5 time steps is enough to ensure that the results are independent of
the reinitialization process.
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FIG. 15. Profile of the normal velocity of the scalar field showing the effect of smoothing in a continuum
approach.

PREMIXED FLAME PROPAGATION

As a demonstration of the versatility of the computational method and to provide some
groundwork for our future studies, we present the implementation of our method and the
results of two calculations for the premixed flame propagation problem. The results verify
the accuracy of the implementation and in addition demonstrate that our technique can be
used for viscous flows and for more convoluted and dynamic surfaces than in the previous
test cases.

In many combustion devices, the scale of the flow is much larger than the flame thickness.
In this limit, a premixed flame can be approximated by a discontinuity in the flow field.

FIG. 16. Dependence of the error growth on the reinitialization ofφ for the interfacial wave problem on a
48× 64 mesh with1t = 0.05.
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Asymptotic analysis [17] has shown that to first order in the ratio of the flow scale to the
flame thickness, the following jump conditions describe this discontinuity:

p1− p2 = m2

(
1

ρ2
− 1

ρ1

)
u1− u2 = −nxm

(
1

ρ2
− 1

ρ1

)
(40)

v1− v2 = −nym

(
1

ρ2
− 1

ρ1

)
;

here the subscripts 1 and 2 refer to the unburned and burned gas, respectively;m is the mass
burning rate of the flame; and the scalarφ is initialized so that the normal as defined by
Eq. (21) points toward the burned gas. These conditions reflect the requirements that mass
and momentum are conserved across the flame and that the velocity tangent to the flame
does not change across the discontinuity. The analysis also showed that the discontinuity
propagates along its normal relative to the unburned flow with a speed ofm/ρ1, which
reflects the fact that the flame is consuming unburned fluid. To implement this numerically,
m/ρ was used for the speed,S, in Eq. (20). Although this speed is discontinuous across the
surface, when combined with the discontinuity of the flow variables at the surface, it defines
aC0 continuous velocity for the scalar normal velocity,(u, v) · n−m/ρ, which propagates
the flame with a speed ofm/ρ1 relative to the unburned gas.

To close the problem, the mass burning rate,m, and the density jump across the flame
must be specified. These parameters are determined by the chemical and diffusive effects
which occur within the flame. To leading order,m and the jump in density across the flame
are independent of the flame shape and flow velocity [17]; therefore we can specify constant
values for both to describe a specific fuel. Typical values for a hydrocarbon such as methane
mixed in stochiometric proportions with air are approximately 0.035 g/cm2 s andρ1/ρ2= 7.
In our calculations, we make the flow velocities nondimensional bym/ρ1, which reduces
the number of independent variables by one. Withρ1/ρ2 specified, the problem is closed
and we can proceed with the calculations.

To verify the accuracy of the flame implementation, we compare the computational
solution to the analytic solution for the Landau–Darrieus instability [15]. For the first-order
flame approximations given above, this solution shows that perturbations to a planar flame
grow exponentially with a growth rate,ω, of

ω = km

ρ1+ ρ2

[
−1+

(
1+ ρ1

ρ2
− ρ2

ρ1

)1/2
]
, (41)

wherek is the wavenumber of the disturbance. Figure 17 shows the amplitude growth of a
sinusoidal perturbation to a planar flame for various values ofρ1/ρ2 calculated for both a
24× 32 and a 48× 64 grid. The analytic solution of Eq. (41) is also shown. The analytic
and numerical solutions agree very well for both grid sizes, confirming that the simulation
accurately captures flame behavior.

We have also simulated the interaction of a flame sheet with a vortex. This problem has
received much attention since it can give insight into turbulent flame dynamics. Previous
examinations of the problem have either treated the flame as a passive surface neglecting the
gas expansion which occurs across the flame [1, 11, 13, 27, 28] or studied vortices which
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FIG. 17. Perturbation amplitude versus time for various density ratio premixed flames.

were on the same scale as the flame thickness, which reduces the resolution requirements of
the problem [19, 22]. With our method, since we do not need any points to resolve the flame
structure, we can more accurately and efficiently capture the dynamics of the interaction
when the scale of the viscous vortex is much larger than the flame thickness.

To perform the simulation, rather than using a constant burning rate which is unstable
to all wavelengths of disturbance, we use a burning rate which has a dependence on the
curvature

m= 1+ δ∇ · (nx, ny). (42)

Equation (42) is a heuristic representation of the effect of the flame thickness on the mass
burning rate; thereforeδ should be of the order of the width of the flame relative to the flow
scale. This effect damps the growth of small scale instabilities, allowing the problem to be
resolved on the numerical grid. Physical scaling arguments reveal thatδ and the Reynolds
number are related through the Prandtl number, Reδ= 1/Pr. Thus for the vortex problem,
since Pr is always near unity, the Reynolds number andδ are not independent. For the results
we present,δ was taken to be 0.1, and the Reynolds number was calculated using a Prandtl
number of 0.7. The jump in viscosity across the flame which occurs due to heat release
in the flame is determined by the relationship between kinematic viscosity and density at
constant pressure

ν1

ν2
=
(
ρ2

ρ1

)3/2

. (43)

The pressure can be assumed constant to determine this relation because the problem we
studied was unconfined and in the low Mach number approximation. Under these conditions,
to first order the pressure is constant in an expansion in powers of the Mach number. This
completes the definition of all the parameters in the problem.

To initiate the flame–vortex interaction, a potential solution for a vortex was added to the
solution for a planar flame. For the test case we studied, the circulation of the vortex was
15. A schematic of the initial conditions and boundary conditions is shown in Fig. 18. A
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FIG. 18. Schematic of the grid and the initial and boundary conditions used for the flame–vortex problem.

constant inlet velocity of 1.0 was used so that the flame did not propagate out of the domain.
At the exit, the pressure was fixed at zero, while theu andv velocities for the boundary were
extrapolated from the interior of the domain. Calculations were performed on a 48× 64
mesh with the cells compressed near the center of the domain for higher resolution of the
flow features near the flame surface. All of the extrapolations for the dummy cells were
done ini, j coordinates so that no modifications were needed to accommodate the variation
of the mesh spacing.

In Fig. 19, flame profiles from this calculation are shown for every 10th implicit time step
where the implicit time step was 0.075. The initial point vortex decays due to viscosity as

FIG. 19. Flame contours for the flame–vortex problem.
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FIG. 20. Cross section of the flow variables atx=π andt = 3.75.

it approaches the flame, but still has enough strength to cause a significant convolution of
the flame surface. Our method for the treatment of the discontinuity was able to handle the
flame geometry shown in Fig. 19 with no noticeable change in the quality of the solution.
Figure 20 shows a vertical cross section of the flow variables with dummy values atx=π/4
and t = 3.75. The solution is captured without any smoothing or oscillation near the dis-
continuity. This gives not only greater accuracy, but also a clearer picture of the dynamics
of the flow near the discontinuity.

CONCLUSIONS

We have developed an accurate method for solving 2-D incompressible flow problems
with an internal discontinuity surface. This method addressed three issues associated with
these problems: the solution of the incompressible flow equations, the treatment of the
discontinuity in flow variables at the surface, and the tracking of the surface as it moves
within the domain. Results and analysis have shown that for inviscid problems, the method
is spatially second-order accurate. The calculations also showed that the method was fairly
versatile in its ability to handle a variety of different jump conditions such as those describing
a free surface, an immiscible fluid interface, and a premixed laminar flame.

The main limitation of the method is that the jump conditions cannot be a function of the
spatial derivatives of the flow variables at the discontinuity. To handle these jump conditions
estimates for the spatial derivatives must be extrapolated to the surface of discontinuity from
the outer flow. On a fixed mesh, it is difficult to perform these extrapolations for moder-
ately convoluted surface geometries. A natural extension of this method is to implement
the technique on an unstructured mesh which moves with the discontinuity. In this way, the
stencil of points near the discontinuity would remain fixed, allowing the derivative infor-
mation to be extrapolated more easily. A moving unstructured mesh formulation has been
recently implemented for inviscid free surface problems [16]. By combining the techniques
given here and those of [16], it may be possible to solve two-fluid viscous problems very
accurately.
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FIG. 21. Schematic describing the movement between the coarse and fine mesh.

APPENDIX: MULTIGRID WITH A DISCONTINUITY

The acceleration of convergence to steady state by the multigrid technique is crucial to
the efficiency of the incompressible flow algorithm. However, it is beyond the scope of this
paper to describe the full details of the technique. A detailed description can be found in
[5]. Here, we focus on the changes needed to accommodate the surface of discontinuity.

There are basically three steps in the multigrid technique. In the first step, an estimate
of the solution and the error in the solution as defined by Eq. (7) is transferred to a coarser
mesh. This is normally done with a straightforward volume average. The first schematic in
Fig. 21 shows a typical stencil of fine mesh cells used in the volume average for a coarse
mesh cell. To transfer the discontinuous solution, we use a slightly altered volume average.
This is given by the equations

φc =
4∑

n=1

Vnφn

/
4∑

n=1

Vn (44)

wc =
4∑

n=1

Vn[(sign(φn)+ sign(φc))wn + (sign(φn)− sign(φc))dn]/2
4∑

n=1

Vn, (45)

whereVn is the volume of the fine mesh cells 1–4 shown in Fig. 21, andwn anddn are the flow
values and dummy values for those cells.φc andwc are then the volume-averaged values
on the coarse mesh cell. By avoiding an average which usesw values from both sides of
the discontinuity, a solution on the coarse mesh is produced which retains its discontinuous
nature. In addition, because the average is based on the sign ofφ on the fine and coarse mesh
cells, the flow values on the coarse mesh are consistent with the side of the discontinuity
that the coarse cell center is on as determined by the value ofφ on the coarse mesh.

The volume average used to transfer an estimate of the error cannot be done in a similar
manner because there are no dummy values of the error. Instead, we volume average over
only those fine mesh cells which have the same sign ofφ as the coarse mesh cell,

Ec =
4∑

n=1

EnVn(sign(φn)+ sign(φc))

/
4∑

n=1

Vn(sign(φn)+ sign(φc)), (46)

whereEc is the error at the coarse mesh cell andEn is the fine mesh error. We avoid any
coupling of the error across the surface in the average to be consistent with the philosophy
of subdividing the numerical domain into two distinct computational regions.
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The next step in the multigrid technique is to perform an update of the solution on the
coarse mesh in a manner analogous to that used on the fine mesh. This can be accomplished
by using all of the same techniques for handling the discontinuity as were used on the fine
mesh since the solutions on the coarse and fine mesh have a similar discontinuous form. The
only difference in the update is that the error used to drive the pseudo-time update, Eq. (7),
is determined by using both the error transferred from the fine mesh and the error evaluated
using the coarse mesh solution. A discussion of this can be found in [5]. We remark that
althoughφ is transferred to the coarse mesh, this is only for the purpose of determining
the position of the discontinuity for the update of the flow solution on the coarse mesh. No
updates ofφ are performed on the coarse mesh.

The final step is to use the change in the solution on the coarse mesh to define a change in
the solution at the fine mesh points. This is accomplished by using a bilinear interpolation
between the change in solution of the four cells on the coarse mesh which are nearest to the
fine mesh cell for which we are finding a correction. A schematic of this is also shown in
Fig. 21. This method is adapted to the region near the discontinuity in a manner similar to
that used to move the solution to the coarse mesh. If the signs ofφ on the coarse and fine
meshes are the same, the change in the solution on the coarse mesh is used for the bilinear
interpolation. If the signs are opposite, the change in the dummy value of the solution on the
coarse mesh is used. This defines the update of the solution on the fine mesh, completing
the description of the modifications to the multigrid method. The remainder of the method
is completely analogous to that described in [5].
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